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About this guide

This guide provides information about managing a RPC24™ 694xx Series storage system by using its web interfaces,

RAIDar and WBI. (SMC).

Intended audience
This guide isintended for storage administrators.

Prerequisites

Prerequisites for using this product include knowledge of:

¢ Network administration
e Storage system configuration

* Storage area network (SAN) management and direct attach storage (DAS)
e Fibre Channel, Serial Attached SCSI (SAS), Internet SCSI (iSCSI), and Ethernet protocols

Related documentation

For information about

See

Enhancements, known issues, and | ate-breaking
information not included in product documentation

Release Notes

Overview of product shipkit contents and setup tasks

Getting Started”

Regulatory compliance and safety and disposal
information

RPC24 Product Regulatory Compliance and Safety*

Using arackmount bracket kit to install an enclosureinto a
rack

RPC24 Rackmount Bracket Kit Installation” or RPC24 2-Post
Rackmount Bracket Kit Installation”

Product hardware setup and related troubleshooting

RPC24 694xx Series Setup Guide

Obtaining and installing a license to use licensed features

RPC24 694xx Series Obtaining and Installing a License

Using the web interface to configure and manage the
product

RPC24 694xx Series WBI User Guide

Using the command-line interface (CL1) to configure and
manage the product

RPC24 694xx Series CL| Reference Guide

Event codes and recommended actions

RPC24 Event Descriptions Reference Guide

Identifying and installing or replacing field-replaceable
units (FRUs)

RPC24 694xx Series FRU Installation and Replacement Guide

* Printed document included in product shipkit.

Intended audience
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Document conventions and symbols

Tablel Document conventions

Convention

Element

Blue text

Cross-reference links and e-mail addresses

Blue, underlined text

Web site addresses

Bold font * Key names
e Text typedinto a GUI element, such asinto a box
* GUI elementsthat are clicked or selected, such as menu and list items,
buttons, and check boxes
Italics font Text emphasis

Monospace font

» Fileand directory names

e System output

* Code

e Text typed at the command-line

Monospace, italic font

* Codevariables
¢ Command-line variables

Monospace, bold font

Emphasis of file and directory names, system output, code, and text typed at
the command line

/\ CAUTION: Indicates that failure to follow directions could result in damage to equipment or data.

7 IMPORTANT: Provides clarifying information or specific instructions.

NOTE: Provides additiona information.

Q- TIP:  Provides helpful hints and shortcuts.
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Part 1. Using SMC v3

Chapters 1-9 describes using the SMC v3 user interface to manage and monitor virtual and linear storage.
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1  Getting started

The Storage Management Consoleis aweb-based application for configuring, monitoring, and managing the storage system.
The SMC is aweb-based interface (WBI).

There are two user interfaces available for the SMC. RAIDar v2 isthe legacy interface for managing linear storage. SMC v3
isthe new interface for managing virtual storage. For new installations, SMC v3 is the default management mode. For
upgrades from a previous release, RAIDar v2 is the default management mode. You can change the default management
mode or switch to the other mode for the session.

Each controller module in the storage system contains aweb server, which is accessed when you signinto the SMC. Ina
dual-controller system, you can access all functions from either controller. If one controller becomes unavailable, you can
continue to manage the storage system from the partner controller.

In addition to the SMC, each controller module in the storage system hasa CL| and an FTP interface, and SNMP and SMI-S
interfaces. For information about using the SMC, FTP, SNMP, and SMI-S, see the SMC Guide. For information about using
the CLI, see the CLI Reference Guide.

Configuring and provisioning a new storage system
To configure and provision a storage system for the first time

1. Configure your web browser to use the SMC as described in Web browser requirements and setup.

2. Signinto the SMC; the default user for management ismanage and the default password is ! manage. For more
information about signing in, see Signing in and signing out.

3. Usethe Configuration Wizard as described in "Using the Configuration Wizard" (page 37).

4. Createvirtual, and linear, and read-cache disk groups and pools, and add dedicated sparesto linear disk groups, as
described in "Adding adisk group” (page 74).

5. Create volumes and map them to initiators, as described in " Creating a virtual volume" (page 83).

6. From hosts, verify volume mappings by mounting the volumes and performing read/write tests to the volumes.

7. Verify that controller modules and expansion modules have the latest firmware as described in "Updating firmware"
(page 59).

Using the interface

Web browser requirements and setup

* UseMozillaFirefox 11 and newer, Google Chrome 17 and newer, Microsoft Internet Explorer 10 and 11, or
Apple Safari 5.1 and newer.

* Do not use Internet Explorer compatibility mode.

* To see the help window, you must enable pop-up windows.

« To optimize the display, use a color monitor and set its color quality to the highest setting.

« To navigate beyond the Sign In page (with avalid user account):
» For Internet Explorer, set the browser’s local-intranet security option to medium or medium-low.
» Verify that the browser is set to allow cookies at least for the | P addresses of the storage-system network ports.
» For Internet Explorer, add each controller’s network | P address as atrusted site.

» If the SMC isconfigured to use HTTPS, ensure that Internet Explorer is set to use SSL 3.0 and either TLS 1.1 or
TLS1.2.
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Areas of the SMC v3 interface

The main areas of the interface are the banner, topic tabs, topic pane, and footer, as represented by the following table. For
information about atopic tab or an item in the banner or footer, click itslink in the table.

The topic pane shows information that rel ates to the selected topic tab. This area aso contains an Action menu that provides
access to configuration and provisioning actions. The contents of the Action menu are determined by the user'srole, the
selected topic, and what (if anything) is selected in the topic pane.

Table2 Areasof the SMC v3interface (v3)

Banner: Product ID System panel | Connection Date/time User panel Sign Out

button

Help button

(page 101)

panel
(page 102)

panel
(page 102)

(page 103)

(page 18)

(page 21)

Topic tabs:

Home

(page 35)

System
(page 51)

Hosts
(page 67)

Pools
(page 72)

Volumes
(page 81)

Mapping
(page 92)

Performance
(page 97)

Topic pane

Footer: Hesalth panel

(page 103)

Tipsfor using the SMC

« Do not use the browser’s Back, Forward, Reload, or Refresh buttons. The SMC has a single page whose content changes
as you perform tasks and automatically updates to show current data.

* Ared asterisk (*) identifies arequired setting.

* Asyou set optionsin action panels, the SMC informs you whether avalue isinvalid or arequired option is not set. If the
Apply or OK button remains inactive after you set all required options, either press Tab or click in an empty area of the
panel to activate the button.

e |If an action panel has an Apply button and an OK button, click Apply to apply any changes and keep the panel open or
click OK to apply any changes and close the panel. After clicking Apply, you can click Close to close the panel without
losing changes already applied.

¢ You can move an action panel or a confirmation panel by dragging its top border.

e |If you are signed in to the SMC and the controller you are accessing goes offline, the system informs you that the system
is unavailable or that communication has been lost. After the controller comes back online, close and reopen the browser
and start anew SMC session.

e If your session isinactive for too long, you will be signed out automatically. This timer resets after each action you
perform. One minute before automatic sign-out you will be prompted to continue using the SMC.

« If you start to perform an action in apanel (such as adding a new entry to atable) and then select an item or button that
interrupts the action, a confirmation panel will ask if you want to navigate away and lose any changes made. If you want
to continue performing the original action, click No. If you want to stop performing the original action, click Yes.

* Inthe banner or footer, <3 or ¥ indicates that a panel has a menu. Click anywhere in the panel to display the menu.

Event panel
(page 104)

Capacity panel
(page 105)

Host I/0O panel
(page 106)

Tier 1/0 panel
(page 106)

Activity panel
(page 106)
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Tipsfor using tables

Items such asinitiators, hosts, volumes, and mappings are listed in tables. Use the following methods singly or together to
quickly locate items that you want to work with.

Selecting items

e Tosdectanitem, click initsrow.

« To select arange of adjacent items, click the first item in the range and Shift+click the last item in the range.

» Toselect or deselect one or more items, Ctrl+click each one.

Sorting items

To sort items by a specific column, click the column heading to reorder items from low to high ( .. ). Click again to reorder
items from high to low ( ).

To sort items by multiple columns

1. Inthefirst column to sort by, click its heading once or twice to reorder items.

2. Inthe second column to sort by, Shift+click its heading once or twice to reorder items. If you Shift+click athird time, the
column is deselected.

3. Continue for each additional column to sort by.
Using filtersto find items with specified text

To filter amulticolumn table, in the filter field above the table, enter the text to find. Asyou type, only items that contain the
specified text remain shown. Filters are not case sensitive.

To use acolumn filter

1. Inthe column heading click the filter icon 42. The filter menu appears.
2. Do one of the following:

» Inthefilter field, enter the text to find. Asyou type, only items that contain the specified text remain shown. Because
afilter isactive, the icon changes ().

» If the menu has an entry for the text you want to find, select that entry. A filter menu can show the 10 most frequent
entries in the column.

» Toshow all itemsin the column, click thefilter icon and select All.
To clear al filtersand show al items, click Clear Filters.
Limiting the number of items shown
To show a specific number of items at atimein amulticolumn table, select a value from the Show menu. If moreitems exist,
you can page through them by using the following buttons:
m Show next set of items.
[B Reached end of list.

E] Show previous set of items.

@ Reached start of list.

Tipsfor using help
« Todisplay help for the content in the topic pane, click the help icon &8l in the banner.

* Inthe help window, click the table of contents icon £ to show or hide the Contents pane.

« Asthecontext in the main panel is changed, the corresponding help topic is displayed in the help window. To prevent this
automatic context-switching, click the pinicon . When ahelp window is pinned (+* ), you can still browse to other
topics within the help window and you can open a new help window. You cannot unpin a help window. You can only
closeit.

« If you have viewed more than one help topic, you can click the arrow icons to display the previous or next topic.
« To close the help window, click the closeicon €3.
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Color codes

The interface uses the following color codes to distinguish performance statistics and types of capacity utilization.

Home topic

Table3 Hometopic storage space color codes (v3)

Color Meaning

System performance statistics

IOPS

Data throughput (MB/s)

Capacity graph, bottom bar
System physical space available

P System physical space used by global spares
System physical space used by linear disk groups

System physical space used by virtual disk groups

Capacity graph, top bar
Linear pool reserved space (RAID parity and metadata)

- Linear pool allocated space
Linear pool unallocated space
Virtual pool reserved space (RAID parity and metadata)

- Virtual pool allocated space

Virtual pool unallocated space

Storage A/B, virtual capacity graph, bottom bar
- Virtual pool usable space (excludes reserved space)

Storage A/B, virtual capacity graph, top bar
- Virtual pool allocated space

Virtual pool unallocated space

Storage A/B, virtual disk group utilization graph

Performance tier unallocated space
- Performance tier allocated space

Standard tier unallocated space
- Standard tier allocated space

Archivetier unallocated space

- Archivetier allocated space

Using theinterface
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Table3 Hometopic storage space color codes (v3) (continued)

Color Meaning

Storage A/B, read cache utilization graph
Read cache unallocated space

Read cache allocated space

Storage A/B, linear capacity graph
—

Linear pool allocated space

Linear pool unallocated space

Storage A/B, linear disk group utilization graph
Unallocated space

Allocated space

Spares

Create Virtual Volumes panel

Standard tier global spares

Archivetier global spares

Table4 Create Virtual Volumes panel storage space color codes (v3)

Color Meaning

Virtual capacity graph, top bar
- Virtual pool allocated space

Virtual pool unallocated space

m Virtual pool space that would be used by the volumes being created

Virtua capacity graph, bottom bar

~ Virtual pool usable space (excludes reserved space)

Size representations

Parameters such as names of users and volumes have a maximum length in bytes. ASCII characters are 1 byte. Most Latin
(Western European) characters with diacritics are 2 bytes. Most Asian characters are 3 bytes.

Operating systems usually show volume size in base 2. Disk drives usually show size in base 10. Memory (RAM and ROM)
sizeisaways shown in base 2. In the SMC, the base for entry and display of storage-space sizes can be set per user.

Table5 Storage size representationsin base 2 and base 10 (v3)

Base 2 Base 10

Unit Sizein bytes | Unit Sizein bytes
KiB (kibibyte) | 1,024 KB (kilobyte) | 1,000

MiB (mebibyte) | 1,0242 MB (megabyte) | 1,0002

GiB (gibibyte) | 1,0243 GB (gigabyte) | 1,000
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Table5 Storage size representationsin base 2 and base 10 (v3)

Base 2 Base 10

Unit Sizein bytes | Unit Sizein bytes
TiB (tebibyte) | 1,004 TB (terabyte) | 1,000

PIB (pebibyte) | 1,024° PB (petabyte) | 1,000°

EiB (exbibyte) | 1,024° EB (exabyte) | 1,000°

The locale setting determines the character used for the decimal (radix) point, as shown below.
Table6 Decimal (radix) point character by locale (v3)

Language Character | Examples
English, Chinese, Japanese, Korean Period (.) 146.81 GB
3.0 Ghit/s

Dutch, French, German, Italian, Spanish Comma(,) |146,81GB
3,0 Ghit/s

Signing in and signing out

Multiple users can be signed in to each controller simultaneously.

For each active SMC session, an identifier is stored in the browser. Depending on how your browser treats this session

identifier, you might be able to run multiple independent sessions simultaneously. For example, each instance of Internet

Explorer can run a separate SM C session, but all instances of Firefox, Chrome, and Safari share the same SMC session.

Tosignin

1. Intheweb browser address field, type the IP address of a controller network port and press Enter. The SMC Sign In page
isdisplayed. If the Sign In page does not display, verify that you have entered the correct |P address.

If the v2 version of the Sign In page appears, to switch to the user interface that manages virtual storage for the session,
when the Sign In page opens, perform one of the two following actions:

* Inthe URL, replace v2 with v3.

2. Onthesign-in page, enter the name and password of a configured user. The default user name and password are manage
and !manage. To display the interface in alanguage other than the user setting, select the language from the Language
list.

Language preferences can be configured for the system and for individua users.

3. Click Sign In. If the system is available, the Home page is displayed. Otherwise, a message indicates that the system is
unavailable.

When you are ready to end your session, sign out as described below. Do not simply close the browser window.
To sign out

1. Click Sign Out near the top of the SMC window.
2. Inthe confirmation panel, click Sign Out.
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System concepts

About virtual and linear storage

This product uses two different storage technologies that share a common user interface. One uses the virtual method while
the other one uses the linear method.

Virtual storage is amethod of mapping logical storage requests to physical storage (disks). It inserts alayer of virtualization
such that logical host 1/0 requests are mapped onto pages of storage. Each page is then mapped onto physical storage. Within
each page the mapping is linear, but there is no direct relationship between adjacent logical pages and their physical storage.

A pageisarange of contiguous LBAsin adisk group, whichis one of up to 16 RAID setsthat are grouped into a pool. Thus,
avirtual volume as seen by a host represents a portion of storage in apool. Multiple virtual volumes can be created in apooal,
sharing its resources. This allows for ahigh level of flexibility, and most efficient use of available physical resources.

Some advantages of using virtual storage are:

« It allows performance to scale as the number of disksin the pool increases.

e Itvirtualizes physical storage, allowing volumes to share available resourcesin a highly efficient way.
¢ [Itallowsavolumeto be comprised of more than 16 disks.

Virtual storage provides the foundation for data-management features such as thin provisioning on page 26, automated tiered
storage on page 26, read cache on page 26, and the quick rebuild feature on page 31.

The legacy linear method maps logical host requests directly to physical storage. In some cases the mapping is 1-to-1, while
in most cases the mapping is across groups of physical storage devices, or slices of them. Thislinear method of mapping is
highly efficient. The negative side of linear mapping is lack of flexibility. This makesit difficult to alter the physical layout
after it is established.

About disk groups

A disk group is an aggregation of disks of the same type, using a specific RAID typethat isincorporated as a component of a
pool, for the purpose of storing volume data. Disk groups are used in both virtual and linear storage. The types of disk groups
are: virtual, linear, and read cache.

You can provision storage by adding a disk group to a pool. Volumes then can be created in the pool.
Virtual disk groups

A virtual disk group requires the specification of aset of disks, RAID level, disk group type, pool target (A or B), and aname.
If the virtual pool does not exist at the time of adding the disk group, the system will automatically createit. Unlike linear
pools, multiple disk groups (up to 16) can be added to asingle virtual pool.

Q- TIP.  For optimal performance, all virtual disk groupsin the same tier within avirtual group should have the same RAID

level.

When avirtual disk group is removed that contains active volume data, that volume data will drain (or be moved) to other
disk group members within the pool (if they exist). Disk groups should only be removed when all volume data can cleanly be
drained from the disk group. Otherwise, the datawill be lost. When the last disk group is removed, the pool ceasesto exist,
and will be deleted from the system automatically.

The RAID type for avirtual disk group must be fault tolerant. The supported RAID types for virtual disk groups are:
RAID-1, RAID-5, RAID-6, RAID-10. If RAID-10 is specified, the disk group has two sub-groups.

Linear disk groups

A linear disk group requires the specification of a set of disks, RAID level, disk group type, and a name. Whenever the
system creates alinear disk group, it also creates an identically named linear pool at the same time. No further disk groups
can be added to alinear pool.
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All disksin alinear disk group must be the same type (SAS SSD, enterprise SAS, or midline SAS). A linear disk group can
contain different models of disks, and disks with different capacities. If you mix disks with different capacities, the smallest
disk determines the logical capacity of all other disksin the linear disk group, regardless of RAID level. For example, the
capacity of alinear disk group composed of one 500-GB disk and one 750-GB disk is equivalent to alinear disk group
composed of two 500-GB disks. To maximize capacity, use disks of similar size.

For maximum performance, all of the disksin alinear disk group must share the same classification, which is determined by
disk type, size, and speed. This provides consistent performance for the data being accessed on that vdisk. To dissolve alinear
disk group, delete the disk group and the contained volumes are automatically deleted. The disks that compose that linear
disk group are then available to be used for other purposes.

The RAID typesfor linear disk groups created through the SMC must also must be fault tolerant. The supported RAID types
for linear disk groupsin theinterface are: RAID-1, RAID-5, RAID-6, RAID-10, and RAID-50. RAID-10 and RAID-50 only
appear in the interface if the system's disk configuration supports them. If RAID-10 is specified, the disk group has two
sub-groups. If RAID-50 is selected, depending on the number of selected disks, varying numbers of sub-groups can be
created. Additionally, you can create fault-tolerant RAID-3 or non-fault-tolerant NRAID or RAID-0 disk groups through the
CLI.

NOTE: Vdisks created through RAIDar v2 or legacy products display in SMC v3 as linear disk groups. The user interface
also shows corresponding linear pools. These disk groups can be used in the same way as any linear disk group created
through SMC v3.

Read-cache disk groups

A read-cache disk group is a special type of avirtual disk group that is used to cache virtual pages to improve read
performance. Read cache does not add to the overall capacity of the virtual pool to which it has been added. You can add or
remove it from the pool without any adverse effect on the volumes and their data for the pool, other than to impact the
read-access performance.

If your system uses SSDs, you can create read-cache disk groups for virtual poolsif you do not have any virtual disk groups
for the pool that are comprised of SSDs (virtual disk groups cannot contain both read cache and a performance tier).

Only asingle read-cache disk group may exist within apool. Increasing the size of read cache within a pool requires the user
to remove the read-cache disk group, and then re-add a larger read-cache disk group. It is possible to have a read-cache disk
group that consists of asingle disk in aNRAID configuration.

About pools

A pool is an aggregation of one or more drivesin the form of one or more disk groups that serves as a container for volumes.
Virtual and linear storage systems both use pools. A disk group is agroup of disks of the same type, using a specific RAID
type that isincorporated as a component of apooal, that stores volume data. For virtual pools, which can have multiple disk
groups, volumes are added to a pool and the dataiis distributed across the pool's disk groups. For linear pools, which can only
have one disk group per pool, volumes are also added to the pool, which contains the volume data.

In both virtual and linear storage, if the owning controller fails, the partner controller assumes temporary ownership of disk
groups and resources owned by the failed controller. If afault-tolerant cabling configuration and appropriate mapping is used
to connect the controllers to hosts, LUNs for both controllers are accessible through the partner controller so I/O to volumes
can continue without interruption.

You can provision disksinto disk groups. For information about how manual provisioning disks works, see "Adding a disk
group” (page 74).
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Virtual pools and disk groups

The volumes within avirtual pool are allocated virtually (separated into fixed size pages, with each page allocated randomly
from somewhere in the pool) and thinly (meaning that they initially exist as an entity but don't have any physical storage
allocated to them). They are also allocated on-demand (as data is written to a page, it is allocated).

You can remove one or more disk groups, but not all, from avirtual pool without losing dataif there is enough space
available in the remaining disk groups to which to move the data. When the last disk group is removed, the pool ceasesto
exist, and will be deleted from the system automatically. Alternatively, the entire pool can be deleted, which automatically
deletes all volumes and disk groups residing on that pool.

If asystem has at least one SSD, each virtual pool can aso have aread-cache disk group. Unlike the other disk group types,
read-cache disk groups are used internally by the system to improve read performance and cannot be used to store user data.

Linear pools and disk groups

Each time that the system adds alinear disk group, it also creates a corresponding pool for the disk group. Once alinear disk
group and pool exists, volumes can be added to the pool. The volumes within alinear pool are allocated in alinear/sequential
way, such that the disk blocks are sequentially stored on the disk group.

Linear storage maps logical host requests directly to physical storage. In some cases the mapping is 1-to-1, while in most
cases the mapping is across groups of physical storage devices, or slices of them.

NOTE: Linear poolsdisplay in SMC v3for vdisks created through RAIDar v2 or legacy products. The user interface shows
the vdisks as linear disk groups. These linear pools can be used in the same way as any linear pool created through SMC v3.

About volumes and volume groups

A volumeisalogical subdivision of avirtual or linear pool, and can be mapped to host-based applications. A mapped volume
provides the storage for a file system partition you create with your operating system or third-party tools. For more
information about mapping, see "About volume mapping” (page 28).

Virtual volumes

Virtual volumes make use of a method of storing user datain virtualized pages. These pages may be spread throughout the
underlying physical storage in arandom fashion and allocated on demand. Virtualized storage therefore has a dynamic
mapping between logical and physical blocks.

Because virtual volumes and snapshots share the same underlying structure, it is possible to create snapshots of other
snapshots, not just of volumes.

For ease of management related to virtual storage, you can group 1-20 virtual volumes (standard volumes, snapshots, or
both) into avolume group. Doing so enables you to perform mapping operations for all volumesin agroup at once, instead of
for each volume individually. A volume can be amember of only one group. All volumes in a group must be in the same
virtual pool. A volume group cannot have the same name as another volume group, but can have the same name as any
volume. A maximum of 256 volume groups can exist per system.

i IMPORTANT: Volume groups only apply to virtual volumes. You cannot add linear volumes to a volume group.

Linear volumes

Linear volumes make use of a method of storing user datain sequential fully allocated physical blocks. These blocks have a
fixed (static) mapping between the logical data presented to hosts and the physical location where it is stored.

It isonly possible to take snapshots of linear volumes, but not linear snapshots.

NOTE: Volumes created through RAIDar v2 or legacy products display in SMC v3 as linear volumes. These linear
volumes can be used in the same way as any linear volume created through SMC v3.
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About volume cache options
You can set options that optimize reads and writes performed for each volume.

Using write-back or write-through caching

/\ CAUTION: Only disable write-back caching if you fully understand how the host operating system, application, and
adapter move data. If used incorrectly, you might hinder system performance.

You can change the write-back cache setting for avolume when modifying it. Write-back is a cache-writing strategy in which
the controller receivesthe datato be written to disks, storesit in the memory buffer, and immediately sends the host operating
system asignal that the write operation is complete, without waiting until the datais actually written to the disk. Write-back
cache mirrors all of the data from one controller modul e cache to the other. Write-back cache improves the performance of
write operations and the throughput of the controller.

When write-back cacheis disabled, write-through becomes the cache-writing strategy. Using write-through cache, the
controller writes the data to the disks before signaling the host operating system that the process is complete. Write-through
cache has lower write operation and throughput performance than write-back, but it is the safer strategy, with minimum risk
of dataloss on power failure. However, write-through cache does not mirror the write data because the data is written to the
disk before posting command completion and mirroring is not required. You can set conditions that cause the controller to
change from write-back caching to write-through caching.

In both caching strategies, active-active failover of the controllersis enabled.

You can enable and disable the write-back cache for each volume. By default, volume write-back cache is enabled. Because
controller cacheis backed by supercapacitor technology, if the system loses power, datais not lost. For most applications, this
isthe preferred setting.

- TIP:  The best practice for afault-tolerant configuration is to use write-back caching.

Optimizing read-ahead caching

/\ CAUTION: Only change read-ahead cache settings if you fully understand how the host operating system, application, and
adapter move data so that you can adjust the settings accordingly.

You can optimize a volume for sequential reads or streaming data by changing its read-ahead cache settings.

You can change the amount of dataread in advance. Increasing the read-ahead cache size can greatly improve performance
for multiple sequential read streams.

« The Adaptive option works well for most applications: it enables adaptive read-ahead, which allows the controller to
dynamically calculate the optimum read-ahead size for the current workload.

« The Stripe option sets the read-ahead size to one stripe. The controllers treat non-RAID and RAID-1 vdisksinternally as
if they have a stripe size of 512 KB, even though they are not striped.

» Specific size options et you select an amount of data for all accesses.

« The Disabled option turns off read-ahead cache. Thisis useful if the host is triggering read ahead for what are random
accesses. This can happen if the host breaks up the random 1/O into two smaller reads, triggering read ahead.

About SSD read cache

Unlike tiering, where a single copy of specific blocks of dataresidesin either spinning disks or SSDs, the Read Flash Cache
(RFC) feature uses one SSD read-cache disk group per pool as aread cache for "hot" pages only. Each read-cache disk group
consists of one or more SSDs. A separate copy of the datais also kept in spinning disks. Read cache contents are lost when a
controller restart or failover occurs. Taken together, these attributes have several advantages:

« The performance cost of moving datato read cache islower than afull migration of datafrom alower tier to a higher tier.

* SSDsdo not need to be fault tolerant, potentially lowering system cost.
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e Controller read cacheis effectively extended by two orders of magnitude, or more.

When a read-cache group consists of one SSD, it automatically uses NRAID. When a read-cache group consists of multiple
SSDs, it automatically uses RAID 0.

About thin provisioning

Thin provisioning isavirtual storage feature that allows a system administrator to overcommit physical storage resources.
This allows the host system to operate as though it has more storage available than is actually allocated to it. When physical
resources fill up, the administrator can add physical storage on demand.

Paging is required to eliminate the lack of flexibility associated with linear mapping. Linear mapping limits the ability to
easily expand the physical storage behind the thin-provisioned volume. Paged mapping allows physical resourcesto be
disparate and noncontiguous, making it much easier to add storage on the fly.

For example, contrast the methods for creating a volume for Microsoft Exchange Server data:

« Typically, administrators create a storage-side volume for Exchange and map that volume with an assigned LUN to hosts,
and then create a Microsoft Windows volume for that LUN. Each volume has afixed size. There are ways to increase the
size of a storage-side volume and its associated Windows volume, but they are often cumbersome. The administrator
must make a trade-off between initial disk costs and avolume size that provides capacity for future growth.

< With thin provisioning, the administrator can create a very large volume, up to the maximum size allowed by Windows.
The administrator can begin with only asmall number of disks, and add more as physical storage needs grow. The
process of expanding the Windows volume is eliminated.

NOTE: For athin-provisioned volume mapped to a host, when data is deleted from the volume not all of the pages (space)
associated with that data will be deallocated (released). Thisis especially true for smaller files. To deallocate the pages, in
Windows, select the mapped volume and do either of the following:

e Perform aquick format.
« View its properties, select the Tools tab, and under Defragmentation, click Optimize.

About automated tiered storage

Automated Tiered Storage (ATS) isavirtua storage feature that automatically moves dataresiding in one class of disksto a

more appropriate class of disks based on data access patterns:

«  Frequently accessed, "hot" data can move to disks with higher performance, lower capacity, and higher costs.

* Infrequently accessed, "cool" data can move to disks with higher capacity, lower performance, and lower costs.

Each virtual disk group, depending on thetype of disksit uses, is automatically assigned to one of the following performance

tiers:

¢ Performance—This highest tier uses SAS SSDs, which provide the best performance but also the highest cost and lowest
capacity.

e Standard—This middle tier uses enterprise-class spinning SAS disks, which provide good performance with mid-level
cost and capacity.

¢ Archive—Thislowest tier uses midline spinning SAS disks, which provide the lowest performance with the lowest cost
and highest capacity.

Some advantages of using ATS are:

« Becauseavirtua pool can have multiple disk groups, each belonging to a different tier, avirtual pool can provide
multiple tiers of storage.

e Thel/Oload isautomatically balanced between componentsin atier.

¢ Virtual disk groups can be added or removed without disrupting I/O. Datain virtual disk groupsthat are being removed is
automatically migrated to other disk groups as long as the other disk groups have enough storage space for it. If they do
not have the space, the system will not delete the disk groups until enough datais removed.
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About initiators, hosts, and host groups

An initiator represents an external port to which the storage system is connected. The external port may be aport inan 1/0
adapter (such asan FC HBA) in aserver, or aport in a network switch.

The controllers automatically discover initiators that have sent an inquiry command or areport luns command tothe
storage system, which typically happens when a host boots up or rescans for devices. When the command is received, the
system savesthe initiator ID. You can also manually create entries for initiators. For example, you might want to define an
initiator before a controller port is physically connected through a switch to a host.

You can assign anickname to an initiator to make it easy to recognize for volume mapping. A maximum of 512 names can be
assigned.

For ease of management, you can group 1-128 initiators that represent a server or switch into a host. Further, you can group
1-256 hosts into a host group. Doing so enables you to perform mapping operationsfor all initiatorsin ahost, or all initiators
and hostsin agroup, instead of for each initiator or host individually. An initiator can be a member of only one host. A host
can be amember of only one group. A host cannot have the same name as another host, but can have the same name as any
initiator. A host group cannot have the same name as another host group, but can have the same name as any host. A
maximum of 32 host groups can exist.

A storage system with iSCSI ports can be protected from unauthorized access viaiSCS| by enabling Challenge Handshake
Authentication Protocol (CHAP). CHAP authentication occurs during an attempt by a host to log in to the system. This
authentication requires an identifier for the host and a shared secret between the host and the system. Optionally, the storage
system can also be required to authenticate itself to the host. Thisis called mutual CHAP. Steps involved in enabling CHAP
include:

» Decide on host node names (identifiers) and secrets. The host node nameisits IQN. A secret must have 12—16 characters.

« Define CHAP entriesin the storage system.

< Enable CHAP on the storage system. Note that this appliesto all iSCSI hosts, in order to avoid security exposures. Any
current host connections will be terminated when CHAP is enabled and will need to be re-established using a CHAP
login.

» Define CHAP secret in the host iSCSI initiator.

« Establish anew connection to the storage system using CHAP. The host should be displayable by the system, as well as
the ports through which connections were made.

If it becomes necessary to add more hosts after CHAP is enabled, additional CHAP node names and secrets can be added. If
ahost attemptsto log in to the storage system, it will become visible to the system, even if the full login is not successful due
to incompatible CHAP definitions. This information may be useful in configuring CHAP entries for new hosts. This
information becomes visible when an iSCSI discovery session is established, because the storage system does not require
discovery sessions to be authenticated.
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About volume mapping

M appings between a volume and one or more initiators, hosts, or host groups (hereafter called "hosts") enable the hosts to
view and access the volume. There are two types of maps that can be created: default maps and explicit maps. Default maps
enable all hosts to see the volume using a specified LUN and access permissions. Default mapping applies to any host that
has not been explicitly mapped using different settings. Explicit maps override a volume's default map for specific hosts.

Default mapping is expected by some operating systems, such as Microsoft Windows, which can immediately discover the

volume. The advantage of a default mapping isthat all connected hosts can discover the volume with no additional work by
the administrator. The disadvantage is that all connected hosts can discover the volume with no restrictions. Therefore, this

processis not recommended for specialized volumes that require restricted access.

If multiple hosts mount a volume without being cooperatively managed, volume datais at risk for corruption. To control
access by specific initiators, you can create an explicit mapping. An explicit mapping can use a different access mode, LUN,
and port settingsto allow or prevent access by an initiator to avolume. If there is a default mapping, the explicit mapping
overridesit.

When avolumeis created, it is not mapped by default. You can create default or explicit mappingsfor it.

You can change the default mapping of avolume, and create, modify, or delete explicit mappings. A mapping can specify
read-write, read-only, or no access through one or more controller host ports to a volume. When a mapping specifies no
access, the volume is masked.

For example, a payroll volume could be mapped with read-write access for the Human Resources host and be masked for all
other hosts. An engineering volume could be mapped with read-write access for the Engineering host and read-only access
for other departments’ hosts.

A LUN identifies amapped volume to a host. Both controllers share a set of LUNS, and any unused LUN can be assigned to
amapping. However, each LUN can only be used once as adefault LUN. For example, if LUN 5 is the default for Volumel,
no other volume in the storage system can use LUN 5 asits default LUN. For explicit mappings, the rules differ: LUNs used
in default mappings can be reused in explicit mappings for other volumes and other hosts.

Q- TIP.  When an explicit mapping is deleted, the volume's default mapping takes effect. Therefore, it is recommended to use

the same LUN for explicit mappings as for the default mapping.

The storage system uses Unified LUN Presentation (ULP), which can expose all LUNSs through all host ports on both
controllers. The interconnect information is managed in the controller firmware. ULP appears to the host as an active-active
storage system where the host can choose any available path to accessa L UN regardless of disk group ownership. When ULP
isin use, the controllers' operating/redundancy mode is shown as Active-Active ULP. ULP uses the T10 Technical
Committee of INCITS Asymmetric Logical Unit Access (ALUA) extensions, in SPC-3, to negotiate paths with aware host
systems. Unaware host systems see all paths as being equal.

About snapshots

Snapshots provide data protection by enabling you to create and save source volume data states at the point in time when the
snapshot was created. Snapshots can be created manually or, for linear volumes, by using the task scheduler.

With alicense, you can create up to 1024 snapshots. Other than the overall maximum number of snapshots, there are no
restrictions on the number of virtual or linear snapshots that you can create. When you reach the maximum number of
snapshots, before you can create a new snapshot you must either delete an existing snapshot or purchase and install alicense
that increases the maximum number of snapshots.

The system can create both virtual and linear snapshots. When you create a snapshot of avirtual volume, theresult isavirtual
snapshot. When you create a snapshot of alinear volume, the result is a linear snapshot. The methods by which virtual and
linear snapshots are created vary, reflecting the differences between the two storage technologies. The virtual technology
streamlines the underlying process of creating snapshots, delivering improved speed and efficiency. For both virtual and
linear snapshoats, once a snapshot has been created, the source volume cannot be expanded.

The system treats a snapshot like any other volume. The snapshot can be mapped to hosts with read-only access, read-write
access, or no access, depending on the purpose of the snapshot.
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Virtual and linear snapshots both use the rollback feature, which replaces the data of a source volume or snapshot with the
data of a snapshot that was created from it. This feature operates differently depending on the storage technology for the
snapshot.

Virtual and linear snapshots al so share the reset snapshot feature, which enables you to replace the datain a snapshot with the
current data in the source volume. You can use it to update an existing snapshot with the data contained in the current source
volume or snapshot. When you reset a snapshot, the snapshot name and mappings are not changed.

Automatically deleting snapshotsis not currently unavailable.

Virtual snapshots

For virtual snapshots, the process of creating snapshotsis afast and efficient process that merely consists of pointing to the
same data to which the source volume or snapshot points. (Since snapshots reference volumes, they take up no space unless
they or the source volume or snapshot is modified.) There are no intermediate steps needed like designating the volume for
snapshot capability. Space does not have to be reserved for snapshots because all space in the pool is available for them. It is
easy to take snapshots of snapshots and use them in the same way that you would use any volume. Since snapshots have the
same structure as volumes, the system treats them the same way.

A single virtual volume can be the progenitor of many levels of snapshots since snapshots can be the source of other
snapshots. Combined with the original base volume, the levels of snapshots create a snapshot tree that can include up to 254
snapshots, each of which can also be thought of as aleaf of the tree. When snapshots in the tree are the source of additional
snapshots, they create a new branch of the snapshot tree and are considered the parent snapshot of the child snapshots, which
are the leaves of the branch.

The tree can contain snapshots that are identical to the volume or whose content has been later modified. Once the
254-snapshot limit has been reached, you cannot create additional snapshots of any item in the tree until you manually delete
existing snapshots from the tree. You can only delete snapshots that do not have any child snapshots.

For virtual snapshots, you cannot expand the base volume of a snapshot tree or any snapshotsin the tree.

With the rollback feature, if the contents of the selected snapshot have changed since it was created, the modified contents
will overwrite those of the source volume or snapshot during arollback. Since virtual snapshots are copies of apoint in time,
they cannot be reverted. If you want avirtual snapshot to provide the capability to "revert" the contents of the source volume
or snapshot to when the snapshot was created, create a snapshot for this purpose and archive it so you do not change the
contents.

For virtual snapshots, the reset snapshot feature is supported for all snapshotsin atree hierarchy. However, a snapshot can
only be reset to the immediate parent volume or snapshot from which it was created.

Linear snapshots

For linear snapshots, each pool has reserved space, called a snap pool, that stores pointers to source-volume data for
snapshots. Any unique data written to a snapshot is stored in the snap pool.

The snapshot feature for linear snapshots uses the single copy-on-write method to capture only data that has changed. If a
block isto be overwritten on the master volume, and a snapshot depends on the existing data in the block being overwritten,
the datais copied from the master volume to the snap pool before the datais changed. All snapshots that depend on the ol der
data are able to access it from the same location in the snap pool. This reduces the impact of snapshots when writing to a
master volume. In addition, only a single copy-on-write operation is performed on the master volume.

For linear snapshots that have been made accessible as read-write, the rollback feature enables you to revert the datain a
source volume to the data that existed when a specified snapshot was created (preserved data). It can aso include data that
has been modified (write data) in the snapshot since the snapshot was created. For example, you might want to create a
snapshot, mount that snapshot for read/write, and then install new software on that snapshot for test purposes. If the software
installation is successful, you can roll back the standard volume to the contents of the modified snapshot (preserved data plus
write data).

Linear snapshot operations are |/O-intensive. Every write to aunique location in a standard volume after asnapshot is created
will cause an internal read and write operation to occur in order to preserve the snapshot data.

NOTE: Snapshots created through RAIDar v2 or legacy products display in SMC v3 as linear snapshots. These linear
snapshots can be used in the same way as any linear snapshot created through SMC v3.
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About copying volumes

AssuredCopy is alicensed feature that enables you to copy alinear volume or alinear snapshot to a new linear volume. The
Volume Copy feature creates a complete "physical" copy of a source volume or alinear snapshot within a storage system. It
isan exact copy of the source asit existed at the time the copy operation wasinitiated, consumes the same amount of space as
the source, and is independent from an /O perspective. In contrast, the Snapshot feature creates a point-in-time "logical"
copy of avolume, which remains dependent on the source volume.

The Volume Copy feature provides the following benefits:

e Additional data protection: An independent copy of avolume provides additional data protection against acomplete
source volume failure. If the source volume fails, the copy can be used to restore the volume to the point in time when the
copy was created.

* Non-disruptive use of production data: With an independent copy of the volume, resource contention and the potential
performance impact on production volumes is mitigated. Data blocks between the source and the copied volumes are
independent (versus shared with snapshots) so that 1/0 isto each set of blocks respectively. Application I/O transactions
are not competing with each other when accessing the same data blocks.

For information about viewing the status of licensed featuresin your system, see Installing alicense. For more information
about using Volume Copy, see "Copying avolume or snapshot” (page 87).

About reconstruction and copyback

If one or more disksfail in adisk group and spares of the appropriate size (same or larger) and type (same as the failed disks)
are available, the storage system automatically uses the spares to reconstruct the component. Component reconstruction does
not require 1/0 to be stopped, so volumes can continue to be used while reconstruction isin progress.

If no spares are available, reconstruction does not start automatically. To start reconstruction manually, replace each failed
disk and designate each replacement disk as a spare. If you have configured the dynamic spares feature through the CL1,
reconstruction will automatically start for linear disk groups. With dynamic spares enabled, if adisk fails and you replace it
with a compatible disk, the storage system rescans the bus, finds the new disk, automatically designatesit a spare, and starts
reconstructing the vdisk.

For virtual storage only, reconstruction of all disk groups uses a quick-rebuild feature. For more information on quick rebuild,
see "About quick rebuild” (page 31).

For both virtual and linear storage, when adisk fails, its fault illuminates amber. When a spare is used as a reconstruction
target, its activity LED blinks green. For descriptions of LED states, see the Setup Guide.

NOTE: Reconstruction can take hours or days to complete, depending on the disk group RAID level and size, disk speed,
utility priority, and other processes running on the storage system.

When reconstruction is complete, you can remove the failed disk and replace it with a new disk of the same type in the same
slot. When the system detects the new disk, it initiates a copyback operation, which copies all datato the new disk from the
spare disk that replaced the failed disk. When the copyback operation is complete, the spare disk isfreed so that it can be used
for a subsequent disk failure.
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About quick rebuild

Quick rebuild is afeature for virtual storage that reduces the time that user dataisless than fully fault-tolerant after a disk
failurein adisk group. Taking advantage of virtual storage knowledge of where user datais written, quick rebuild only
rebuilds the data stripes that contain user data.

Typically, storageis only partialy allocated to volumes so the quick-rebuild process completes significantly faster than a
standard RAID rebuild. Data stripes that have not been allocated to user data are rebuilt in the background, using a much
more efficient process.

After aquick rebuild, a scrub starts on the disk group within afew minutes after the quick rebuild completes.

About performance statistics
You can view current or historical performance statistics for components of the storage system.

Current performance statistics for disks, disk groups, pools, tiers, host ports, controllers, and volumes are displayed in tabular
format. Current statistics show the current performance from host to disk, and are sampled immediately upon request.

Historical performance statistics for disks, pools, and tiers are displayed in graphs for ease of analysis. Historical statistics
focus on disk workload. You can view historical statistics to determine whether 1/O is balanced across pools and to identify
disks that are experiencing errors or are performing poorly.

The system samples historical statistics for disks every quarter hour and retains these samples for 6 months. It samples
statistics for pools and tiers every 5 minutes and retains this data for one week but does not persist it across failover or power
cycling. By default, the graphs show the latest 100 data samples, but you can specify either atime range of samplesto display
or acount of samplesto display. The graphs can show a maximum of 100 samples.

If you specify atime range of samples to display, the system determines whether the number of samplesin the time range
exceeds the number of samples that can be displayed (100), requiring aggregation. To determine this, the system divides the
number of samplesin the specified time range by 100, giving a quotient and aremainder. If the quotient is 1, the 100 newest
samples will be displayed. If the quotient exceeds 1, each "quotient” number of newest samples will be aggregated into one
sample for display. The remainder is the number of oldest samples that will be excluded from display.

e Example 1: A 1-hour range includes 4 samples. 4 isless than 100 so all 4 samples are displayed.

« Example2: A 30-hour range includes 120 samples. 120 divided by 100 gives a quotient of 1 and aremainder of 20.
Therefore, the newest 100 samples will be displayed and the oldest 20 samples will be excluded.

« Example 3: A 60-hour range includes 240 samples. 240 divided by 100 gives a quotient of 2 and aremainder of 40.
Therefore, each two newest samples will be aggregated into one sample for display and the oldest 40 samples will be
excluded.

If aggregation isrequired, the system calculates values for the aggregated samples. For a count statistic (total datatransferred,
dataread, data written, total 1/0s, number of reads, number of writes), the samples' values are added to produce the value of
the aggregated sample. For arate statistic (total data throughput, read throughput, write throughput, total 10PS, read |0OPS,
write |OPS), the samples values are added and then are divided by their combined interval. The base unit for data throughput
is bytes per second.

e Example 1. Two samples number-of-reads values must be aggregated into one sample. If the value for sample 1 is 1060
and the value for sample 2 is 2000 then the value of the aggregated sample is 3060.

« Example 2: Continuing from example 1, each sample'sinterval is 900 seconds so their combined interval is 1800 seconds.
Their aggregate read-10Ps value is their aggregate number of reads (3060) divided by their combined interval (1800
seconds), whichis 1.7.

You can export historical performance statisticsin CSV format to